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“I believe I've found
the problem, Doctor.”
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The Problem - Pneumothorax

Normal Chest X-ray Pneumothorax
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The Convolutional Neural Network
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adeshpande3.github.io; www.mathworks.com




The Convolutional Neural Network
“What do I think the picture 152"

Biology

Activation of neuron B (at a low level) results in contraction of muscle cells.
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Neurons receive input (excitation or inhibition)
When excitation signals cross a threshold, the neuron fires
This is input to other neurons further along

http://advan.physiology.org/content/36/3/226 U(‘SF



The Convolutional Neural Network
“What do I think the picture 152"

Mathematics

Inouts  Weights Net input Activation
function function

Perceptron Model — Frank Rosenblatt (1958)

http://sebastianraschka.com/Articles/2015_singlelayer _neurons.html U(‘SF



The Convolutional Neural Network
“What do I think the picture 152"

Mathematics

Inouts  Weights Net input Activation
function fiinctinn

Perceptron Model — Frank Rosenblatt (1958)

http://sebastianraschka.com/Articles/2015_singlelayer _neurons.html U(‘SF



The Convolutional Neural Network
“What do I think the picture is?”

Mathematics

hidden layer 1 hidden layer 2 hidden layer 3

input layer

The Multilayer Perceptron- increased output complexity

www.mathworks.com lJ(‘SF



The Convolutional Neural Network

“What key features are in the picture?”

. A Experimental setup Slimulu..\ Stimulus
Hubel and Wlesel <1 959> orientation  presented

Light bar stimulus
projected on screen

Recording from visual cortex

Pioneering work in the
structure and function of

Record

the visual cortex

1981- Nobel Prize

https://www.youtube.com/watch?
v=pOugn5sHdCk
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Purves, D. Brains: How they seem to work. FT Press, 2010 U(‘SF



The Convolutional Neural Network
“What key features are in the picture?”

IT-posterior IT-anterior

Hierarchical connections
Increasingly abstract/complex forms

Increasingly spatially independent

https://grey.colorado.edu/CompCogNeuro/index.php/CCNBook/Perception U(‘SF



The Convolutional Neural Network
“Can 1 highlight important features?”
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Human (analog) Computer (digital)

https://s-ben.github.io/FractaI-Mosaics/Iog_poIar_registration_framework.hth(‘SF



The Convolutional Neural Network
“Can 1 highlight important features?”

172 161 155 156

http://openframeworks.cc/ofBook/chapters/image_processing_computer_visio



The Convolutional Neural Network
“Can 1 highlight important features?”

The Convolutional Filter
A grid of numbers

Usually 3x3, 5x5, 7x7




The Convolutional Neural Network
“Can 1 highlight important features?”

The Convolutional Filter

A grid of numbers
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Usually 3x3, 5x3, 7x7 EEEES
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The Convolutional Neural Network
“Can 1 highlight important features?”
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http://neuralnetworksanddeeplearning.com
ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets U ?SF



The Convolutional Neural Network
“Can 1 highlight important features?”

https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/ 'J%F



The Convolutional Neural Network
“Can 1 highlight zwparz‘am‘ features?”
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web.eecs.umich.edu/~honglak/icml09-ConvolutionalDeepBeliefNetworks.pdf 'J%F



The Convolutional Neural Network
Assemble 1t all 'Together
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“Can I highlight important features?” “What do I think
the picture 152"

www.mathworks.com U(‘SF




Practice Makes (almost) Perfect
Humans are good at extending their experience




Practice Makes (almost) Perfect
Drinking from an electronic firehose




Back to Pneumothorax

No Pneumothorax Pneumothorax
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Detecting Pneumothorax

No Pneumothorax Pneumothorax
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Detecting Pneumothorax
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Train, Train, Train
“Quantity has a Quality All its Own”

1000’s of labeled images

-Different Sizes.
-Different Orientations
-Different hospital settings
-Positives and Negatives

Increase to 100,000 or more

Achieves a reasonable
(minimum?) dataset




Results

Current Performance:
Detecting the majority of significant pneumothorax
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